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1. Introduction to health-checking MQ

2. MQ JES Message log

3. Display commands

4. SMF statistics and accounting
• Capture
• Formatting
• Statistics (SMF 115)
• Accounting (SMF 116)
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Introduction to 
health-checking 
MQ
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Health Check is a broad term, with 
different meanings for different 
audiences.
A reasonable definition for our 
purposes:

• Evaluation of a working MQ 
system to assess whether it is:
oProcessing current work 

efficiently
oCould handle changes in 

workload
§Changing application 

requirements
§Outages

What is a Health Check?
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A Health Check allows you to understand the characteristics of your 
queue managers and their workload:

1. Identify areas of inefficiency
• Maximize processing speed
• Reduce CPU consumption

2. Anticipate the effect of changes in workload
• Put in place mitigations
• Avoid problems

3. Better equipped when a problem occurs
• Familiarity with tools to diagnose the problem
• Understanding of what is different from normal
• Faster resolution

Why perform a Health Check?
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Applications
• MQ API calls
• Message types and sizes
• Scalability

Queues
• Depth – minimum, maximum, typical
• Message age
• Indexing

Message storage
• Bufferpools and pagesets
• CF structures

What to look at?
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Channels
• Throughput
• Batching
• Underlying 

network

Logging
• I/O rates
• Checkpointing

What to look at (continued)?
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MQ has many methods for reporting health metrics, from high 
level overviews to deeply detailed performance data

•MQ JES message log
• Informational messages reporting aspects of normal 

processing
•Warning or error messages when issues are detected

• Display Status commands
• Fundamental metrics for specific MQ objects (queues, 

channels, etc.)

•Monitoring data
• Enhanced metrics for objects

Where to look?
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MQ has many methods for reporting health metrics from high 
level overviews to deeply detailed performance data

• SMF Statistics
• Detailed data for key components of MQ

• SMF Accounting
• Very detailed activity data for individual applications 

and channels

• Other z/OS components used by MQ
• DASD, CF, TCP/IP

Where to look (continued)?
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MQ JES Message log
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Warning and error messages:
•Only seen when a problem is detected
•Good for identifying and fixing issues

Informational messages:
•Often overlooked
•Give a high-level view of the health of 
the queue manager

•Can be used to show trends in 
processing

Health indicators from MQ JES messages
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Logging

Checkpointing

Storage usage

Queue indexing

MSTR message examples
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Queue manager to queue manager channels

SVRCONN channels

Storage usage

CHIN message examples
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Display Commands
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DISPLAY STATUS command for various MQ object types
• Some values always available

oQSTATUS
ØCURDEPTH, IPPROCS, OPPROCS

oCHSTATUS
ØBATCHES, BYTSSENT, BYTSRCVD, MSGS, BUFSSENT, 

BUFSRCVD
• Additional values require monitoring to be explicitly enabled for the 

object
oQSTATUS

ØQTIME, MSGAGE, LPUTDATE, LPUTTIME, LGETDATE, 
LGETTIME

oCHSTATUS
ØXQTIME, XQMSGA, NETTIME, EXITTIME, XBATCHSZ, 

COMPTIME, COMPRATE

Display status standard values and monitoring 
values
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• Queue manager and queue/channel settings are important 

Enabling monitoring

IBM MQ for z/OS - Things to look for when performing an 
MQ Health check.
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Display qstatus example
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Display chstatus example
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SMF statistics and 
accounting Capture
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CSQ4ZPRM
• SMFSTAT=NO – Default, ( ARRGGGHHH!) should be changed to 

SMFSTAT=(01,02,03,04) or SMFSTAT=(*)
ØGathering and producing the statistics is not expensive
ØMost are always gathered, just written when the interval expires

§ NEW Knowledge
§ Using the asterisk does not include the class 4 data.
§ AND if you have SMFSTAT=NO, you must turn on all the classes 

(except 4) then turn on the class 4 data collection independently.   

• SMFACCT=NO – Default, normally controlled via commands
• STATIME – the interval, in minutes, between the creation of the SMF 

statistical and long running task accounting records
Ø30 – default, every 30 minutes
Ø0 – Use the system wide SMF interval, usually preferred
ØAny other integer up to 1440

-Once a day

Setting up for Capture
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Controlling SMF via commands
ØSTART TRACE(S) CLASS(*) 

• Starts the statistics production for the queue manager and channel initiator
• Note that if you have never produced this data, the first record should be 

ignored.  It will have data from when the queue manager started. 
ØSTART TRACE(A) CLASS(*)

• Starts the task and channel accounting capture and production
• Note that tasks that cross interval boundaries will cut a set of 

accounting records per interval reflecting the activity for that interval.
ØSET SYSTEM STATIME (interval)

• The interval is in minutes
• Change takes effect at the end of the current interval

• So if you’ve been silly and set it to a full day (1440), it will be a day 
before this takes effect

• Often used to shorten the interval when trying to isolate a performance 
problem.  

Setting up for Capture (continued)
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SMF statistics and 
accounting 
formatting
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CSQ4SMFD

• Provided with MQ

• Dump format of the data

• Largely useless for analysis

Processing MQ SMF data – CSQ4SMFD
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MP1B – MQ SMF report formatter
https://www-01.ibm.com/support/docview.wss?uid=swg24005907

• Message Manager, MSGM output file,  report sample:

Processing MQ SMF data – MP1B 

MQPUT

MQPUT

https://www-01.ibm.com/support/docview.wss?uid=swg24005907
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MP1B – MQ SMF report formatter
• Message Manager CSV, MSGMCSV output file,  sample:

Processing MQ SMF data – MP1B (continued) 
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Processing MQ SMF data – MP1B (continued)

MP1B produces messages to warn of potential problems
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mq-smf-csv is an open source tool for converting MQ SMF records into CSV format

• Available as a GitHub repository
o http://github.com/ibm-messaging/mq-smf-csv

• Pre-built executables provided for Windows, Linux and AIX

• Produces CSV files corresponding to all SMF 115 and 116 data components
o Raw values for all fields (no analysis calculations)
o Fields converted into sensible data types

• Output CSV files can be imported into other applications for further analysis
o Spreadsheets
o DB2 (mq-smf-csv can provide DDL files to assist with this)

• New: output can now be produced in JSON format     

Processing MQ SMF data – mq-smf-csv

http://github.com/ibm-messaging/mq-smf-csv
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SMF statistics –
SMF 115
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The SMF 115 data is the statistical information produced by a 
IBM MQ for z/OS queue manager.  

• Primarily used to track major trends and resolve 
performance problems with the queue manager

• Very lightweight
oTwo records per queue manager per SMF interval (pre 

V8)
oAt least two records per queue manager per SMF 

interval (V8)
• Broken down into the major resource ‘managers’ within 

IBM MQ

MQ Statistics – The basic health of the 
QMGR

IBM MQ for z/OS - Things to look for when performing an 
MQ Health check.
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Red Flags for Bufferpools
• SOS

• Freepages at 5% or less

QMGR Health – Bufferpool Constraints

IBM MQ for z/OS - Things to look for when performing an 
MQ Health check.



33

Red Flags for Bufferpools  - Continued
•DMC – synchronous write process kicks off

QMGR Health – Bufferpool Constraints

IBM MQ for z/OS - Things to look for when performing an 
MQ Health check.
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QMGR Health – spotting trends

IBM MQ for z/OS - Things to look for when performing an 
MQ Health check.



36

Getting into the danger zone
• Consistently Approaching/Achieving  20 % Free pages

QMGR Health – anticipating problems

IBM MQ for z/OS - Things to look for when performing an 
MQ Health check.
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Message Manager Information
• Good indication of queue manager usage

oThis is only a count of API calls, not one of successful calls
oMQGETs may or may not have data returned

QMGR Health – Use trends

IBM MQ for z/OS - Things to look for when performing an 
MQ Health check.
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QMGR Health – Message Manager 
Trends
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IBM MQ for z/OS - Things to look for when performing an 
MQ Health check.
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Log Manager Information
•Only indication of persistent messaging use

QMGR Health – Log use analysis

IBM MQ for z/OS - Things to look for when performing an 
MQ Health check.
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This view of the log manager data is emphasizing the number of READs, 
an indication of applications backout out an inflight transaction

• In this sample, there were both buffer reads and active log reads
• Need to look into applications to see why this is being done so often

• Also examine high number of checkpoints

QMGR Health – Log Manager

IBM MQ for z/OS - Things to look for when performing an 
MQ Health check.
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SMF accounting –
SMF 116
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The SMF 116 data is the accounting information produced by a IBM 
MQ for z/OS queue manager.  

• Primarily used to determine what is going on within IBM MQ 
workload

• Heavyweight
oLarge volume of data
oSome processing overhead

• Individual tasks get multiple large records produced
oEach task gets records produced at the end of the task
oLong running tasks (like channels, batch jobs, long CICS 

reader transactions) will get multiple sets of task records at 
each SMF interval

• Channel accounting records are accumulated and produced at 
SMF intervals (not when the channel stops) 

MQ Accounting – The gory details

IBM MQ for z/OS - Things to look for when performing an 
MQ Health check.
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When is this data critical:
• ‘We are missing our SLAs on some of our 

transactions’
•The statistics data shows bottlenecks, but not 

specifics
•Trying to identify what queues are actually in use 

Can be a daunting task 
•You have over 3M SMF116 class 3 records from 

one SMF interval to see if you can find the problem
•That produces a TASK report of over 165M lines!

•And, of course, ‘MQ is the problem’

Task and channel accounting 

IBM MQ for z/OS - Things to look for when performing an 
MQ Health check.
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When investigating buffer problems knowing which queues 
defined using the constrained bufferpool and/or pageset

• Especially when you have taken over admin, capacity 
planning, or an application from someone else

• Might need to identify the queues using the resource pool 
(buffers or CF structures)

• Might need to know how busy the queues actually are 
rather than a vague notion based on ‘RESET QSTATS’ or 
other less scientific methods

What queues are being used and how?

IBM MQ for z/OS - Things to look for when performing an 
MQ Health check.
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Which queues are in BP2?

Results

IBM MQ for z/OS - Things to look for when performing an 
MQ Health check.



Queue Indexing – an opportunity to 
reduce the CPU fever
•Queue Indexing
•Messages that are retrieved using an index-

able field benefit from being indexed even 
when the depth is not high.
•Message ID
•Correlation ID
•Token
•Group ID

•The greater the depth of the queue the greater 
the benefit.  
•The SMF116 queue records show when 

messages are retrieved using a ‘known’ field
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Non-Indexed Queue retrieval

IBM MQ for z/OS - Things to look for when performing an 
MQ Health check.
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Indexed Queue Retrieval

IBM MQ for z/OS - Things to look for when performing an 
MQ Health check.
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Overuse of Temporary dynamic queues
• Often used for responses on traditional monitoring 

tools
• All queues created will be in the same resource pool
• Quite expensive in CPU

Temp dynamic queues are identifiable by their name
• For example for the MQExplorer uses temporary 

dynamic queues.  The name will have a fixed 
component (often starting ‘CSQ’ or ‘AMQ’), the name 
of the application using it, and a random generated 
name

AMQ.MQEXPLORER.1363497285

What queues are being used and 
how?

IBM MQ for z/OS - Things to look for when performing an 
MQ Health check.
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Temporary Dynamic Queues

IBM MQ for z/OS - Things to look for when performing an 
MQ Health check.
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Permanent Queues

IBM MQ for z/OS - Things to look for when performing an 
MQ Health check.
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1. Introduced health-checking MQ

2. MQ JES Message log

3. Display commands

4. SMF statistics and accounting
• Capture
• Formatting
• Statistics (SMF 115)
• Accounting (SMF 116)

Summary
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• MP16 –
• https://www-01.ibm.com/support/docview.wss?uid=swg24007421

• MP1B -
• http://www-01.ibm.com/support/docview.wss?uid=swg24005907

• MQSMFCSV
• https://github.com/ibm-messaging/mq-smf-csv

• MQ Performance Report, available on Github
• https://github.com/ibm-messaging/mqperf

Additional Resources

IBM MQ for z/OS - Things to look for when performing an 
MQ Health check.

https://www-01.ibm.com/support/docview.wss?uid=swg24007421
http://www-01.ibm.com/support/docview.wss?uid=swg24005907
https://github.com/ibm-messaging/mq-smf-csv


We want your feedback!

• Please submit your feedback online at ….
Øhttp://conferences.gse.org.uk/2018/feedback/JL

• Paper feedback forms are also available from the Chair person

• This session is JL
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Thanks for listening
Questions?

John Waldron IBM UK, IBM MQ L3 Service
John.Diarmuid.Waldron@.ibm.com


