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* IBM Batch Scheduler — The big picture
 WHAT is IBM Workload Scheduler for z/0OS

* HOW the workload is managed

* Modeling, Planning, Monitoring and Recovery
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IBM Batch Scheduler — The big picture C;SE

IBM Workload Automation is a suite of software that plans, executes and tracks jobs on several platforms and
environments. It comprises four products:

Dynamic Workload
Console

> IBM Workload Scheduler for 2z/0S®, solution for
mainframe-resident workloads running primarily on z/0S. It
is extended to other platforms such as UNIX and Windows.

> IBM Workload Scheduler, for workloads on UNIX and
Windows platforms

> IBM Workload Scheduler for Applications, to extend
automation features to Oracle suite, PeopleSoft®, SAP R/3.

» Dynamic Workload Console, component for automation
suite, single point of control of the scheduling network.

IBM Workload
Scheduler for z/0S®

IBM Workload Scheduler for
Applications

ORACLE"

€-businesssuite

S

PeopleSoft.
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IBM Workload Scheduler for z/OS (;SE

What is IBM Workload Scheduler for z/0S?

The IBM Workload Scheduler for z/OS provides a comprehensive set of services for managing and automating the
workload. It plans and automatically schedules the production workload. From a single point of control, it drives and
controls the workload processing at both local and remote sites.

Controller I

The controller is the heart of the IBM Workload Scheduler for z/OS system. It contains all the controlling

functions, user panels, databases, and plans. The controller communicates with all the trackers for
managing the entire scheduling system.

Tracker I

The base component is the tracker. A tracker handles the submission of jobs and tasks on

the system, and monitors the workloads. The event records are communicated to the
controller for processing.

Datastore I

Optionally, a data store is installed for each JES spool in a system. Its function is collecting information about
steps and data sets of jobs.
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Architecture (;SE

Single point of Control

Simple Governance

Advanced Monitoring Interface E2E Scheduling
? Fault Tolerance
= z-Centric

\? Dynamic Scheduling
>

g |SPF Interface

Web Interface

‘ \ - z/0S Scheduling I
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Modeling and planning workload

PLANNED WORK

SCHEDULED WORK I
WORKLOAD INSTANCES I

UNPLANNED WORK

EVENTS I
ACTIONS I

l | AD HOC I
| | RERUN I

DATABASE WORKSTATIONS |
PERIODS I
| CALENDARS I
RESOURCES I
OPERATOR INST I
VARIABLE TABLES I
JOBS l

JOB STREAMS I

EVENT RULES
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Basic Objects (}SE
Operation (job) & Workstation I

[‘] Unit of work runs on workstation. The atomic object representing
a single activity to be scheduled. It belongs to an application.

Application (Job Stream)

Definition of a logical container of operations. An application is a
a set of operation to be executed in a specific order. )

1 October Dependency I

A
Al
10.00 [L|

Dependencies between jobs in the same or different
applications.

001 JOBO1 [~ | 002JOBO02
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Scheduling Objects (;SE
E Calendars I

The scheduler uses the calendar to detect when
applications are scheduled.

Special Resource

Special resources are typically defined to represent physical
or logical objects used by jobs.

Operator Instructions i
| e~ |
HOW
Text field for writing online instructions for setting
T0... . . . )
r up, starting, restarting, or rerunning the operation.
Variable table ]
N —

The scheduler supports automatic substitution of e
variables during the job setup and execution process.
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Scheduling Objects (;SE

Details Graphical View Run Cycle Preview

Display: | RC1 =] |@ Add Run cydle Ru n CyCIeS I
YearView -

Month View S 2010 L

S MTWTT FSSMTWTTFSSMTWTFSSMTWTTFSSMTWTF S
; T1 2 3] 4 5 6 7 8 9 10|11 12 13 14 15716 17| 18 19 20 21 22723 24| 25 26 27 28 29 30/
an

) - . Based on calendar, the run cycles determine eve
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8 910 11. 13. 16 17 13. 20|
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f@, Properties - Run Cycle - RC1

General Rule or Offset Time restrictions . . . .
This option allows to control job and job
Frequency On the Following Days: Type of Days . . . . .
o - stream processing using time restrictions.
st Last - Day r Non-workil
® only [ 2nd [ 2nd last - Workday
[3rd ["3rd last
-
Every r r v Monday I~ Friday
* Shift Origin: 4th 4th last
[0 = I sth I sth last I~ Tuesday I~ Saturday
2 Wednesday I~ Sunday
Enter 6 for 6th, and so on Enter 6 for 6th last, and so on

| ‘ I Thursday
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Planning (}SE
Long Term Plan I

It's a long plan up to 5 years and lists by day all instances
of workload to run during the period of the plan.

Current Plan

It is the current “window” of LTP plan, that is, is made of job
stream that will be considered by Controller for submission.

Trial Plan I

| e

It simulates the effects of changes to the production
workload.
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ISPF Interface
Action View Help
EQQMOPRYV OPERATIONS IN THE CURRENT PLAN Fast path to the list of operations in error

Command ===>

and possible immediate recovery actions

View: Compact (EQQMOPRT) Eonadeat CO
Row Application ID Operation Action QOperation Occurrence View HE
cmd WS No. Jobname
APPL1 CPUl1 001 JCL1 EQQSOPSD OPERATION IN THE CURRENT PLAN
APPL?2 CPU1 001 command ===> _ O Scroll ===> CSR_
APPL2 CPU1 001
APPL2 CPU1 001
APPL2 CPU1 001
APPL2 CPU1 001

View: Full (EQQSOPST) Line 20 of 97
Jophame iz & a5 o

——————————————————————————— Dependeneies: -rors s nn s NN S ST SRR

Advanced Interface Capabilities it A Giifland B L
n QUiCk—at—glance ViEW Predecessors and successors
- Active pu”_down menu Row Type Cond Jobname § Operation Application id
cmd no. WS no. text

e 0] JOB1 C CPU1 001 APPLCONDSVA
- CUStomlzabIe COIOrS 0] JOB1 W CPU1l 001 APPLCONDSVZ
= Allinfo in a scrollable panel e
= All operation dependency info ek List of occurrences: changes and recovery actions allowed
=« Contextual row command menu



Monitoring the workload

Web Graphic console (DWC)

Centralized and proactive web monitoring

New WS Dashboard demo

Overview Add Widget Type: Plan View v Serialize Load:| Choose Files | No file chosen

Transport Prompts Overall Status Late Jobs Duration Exceeded  *** e

; .

s @ L —

Samples =
100.0% 100.0¢ s

Unavailabl

+ Add Page

1) TWS Business Service

Jobineror Min Duration ~ **| Max Duration ~ **| Fancy indicator  **|
_ e
{4 Browse Catalog
ANy oceet »
Top Job Increasing Duration Critical Jobs. Top Workstation CPU Utilization el - — Recent Requests
e
& . : oot . . »
. - 25 o Sty Backup - Full Backup (Fri Apr 01 14:00:33 PDT
ak L — o 5 :

© - o 75%
N ) s = e Rl »

. — OnLine Trading - Buy Shares (Fri Apr 01 13:59:39
: ] T &4 Pot2011)
=

100%

@ e & A\ >
A o . 1 X feana g
2], — . = \
I — - e t o
. Waitng M Running B Successful M Ertor =

T —

OnLine Trading - ares (Fri Apr 01 13:
4 For2011)

Backup - Full Backup (Fri Apr 01 13:55:01 PC
2011)
|7 Servoem » 75%

IBM.

| Aewren b 106 Status
—
R
w o »
- —

2ob status

Emor

Resdy

Dashboard: linked to prefiltered jobs by status =

s (7 watng @27.9%
B successts53%

Plan Progress

TOWC for iPhone
Engine: nc115066

e

(7 oetsten 4.5%)

Total cticsl obs Total
1 Qe o
3 (i) petsmsatmik o

45 W ohemsk o
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n:- Prompt proactive when human
== reactions is needed

IWS network

Monitoring the critical workload (;SE

The WEB Ul critical jobs dashboard
gives at a first glance the view of how
well the critical workload is proceeding

New WS Dashboard demo

nnnnnnnnnnnnnnnnn

=R Dynamic Workload
Console — Web-based Ul

Monitoring how well critical workload is proceeding to milestone points
IWS z/OS ISPF Panels

Pipe of high risk (red), potential risk (yellow) and no
risk (green) jobs is provided
13
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When do we have to wake up? (;SE EuRoRe

Jobs in the plan are expected to run successfully and in time:
Easily identifying ended in error jobs, the reason of the failure and the impacts

on the workload execution

Customizable alerting, automatic notification and automatic promotion I
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Recovery actions list (;SE

Jobs completing in error I

Automatic Notification I
Rerun (job or occurrence) I (C/P

Restart & Cleanup I

Automatic Recovery I %
Lateness or long running conditions I

Automatic notification I @
Automatic Promotion I Q




Analyzing historical data

Generating reports from the reporting task

IVTWS#TWS_REACTION
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Job Details
Job Name: TWS_REACTION Workstation Name: TIVTWS
Script: lopt/IBMITWS/scripts/r.bash
3 Run time by workstation - Mozilla Firefox: IBM Edition Job Run Statistics
File Edit View History Bookmarks Tools Help
CPUL Runs by Status
Dec 12, 2008
Total Job: 14 Status Number of Runs 9% of Total Runs 118 Status
Successful 118 64.84% I Successil
DDMPINCI ) [ Error 64 35.16% . Error
DINVENTR  (2) 1 Total 182
Total Reruns 27
EINVENTR @) I
DINVENTR @y
ENVENTR  (5) 4
DDMEJCBL @)
DINVENTR @) Runtime Exceptions
DINVENTR 3) ]
Exception Type Number of Runs 9 of Total Runs s
DINVENTR @) ] 1 Exception Type
Started Late 0 0.00% Srared
DINVENIR  (10) I Ended Late 0 0.00% late
DELDCOLL L Long Duration 0 0.00% [7] Ended Late
TWSLTEXT (12 | ot
TWSDFEXT  (18) Duration
TWSDBARS (1) 0 0 0
Q —
R Zp, 0,
W, ", %,
U K2 Statstics
-
Collapse details Duration (hh:mm) Date and Time Cpu Time (hh:mm:ss)
Clear seledion Last Run 00:01 12/16/08 5:59 AM CDT
Line # Task Name Workstation Job Stream Name Operation Scheduled Time ~ Actual Start Time  Actual Duration § §
Name Number (Job Stream) (hh:mm:ss) Min (Successful) 00:01 7/16/08 3:03 PM CDT
1 DDMPINCI CcPUL DDMPINCI 15 12/12/08 3:00 AM  12/12/08 3:00 AM  01:33:43 Max (Successful) 00:02 7/16/08 3:08 PM CDT
2 DINVENTR cPUL DAILYCPORDERPROC 180 12/12/08 400 AM  12/12/08 405 AM  00:06:00 Average (Successful) 00:01
3 EINVENTR CcPUL MONTHLYORDERPROC 180 12/12/08 415 A 12/12/08 423 AM  00:05:00 7 G
4 DINVENTR cPUL DAILYCPORDERPRO2 180 12/12/08 430 AM  12/12/08 435 AM  00:06:00 v successful
5 EINVENTR CcPUL MONTHLYORDERPRO2 180 12/12/08 445 AV 12/12/08 453 AM  00:05:00 Ao — |

@ Done

1
dem11inx.demopkg.ibm.com:29043 & #*

& |




GUIDE
SHARE

EUROPE
UUUUUUUU

CE

We want your feedback!

* Please submit your feedback online at ....
» http://conferences.gse.org.uk/2018/feedback/NM

* Paper feedback forms are also available from the Chair person

* This session is NM

[=] =[]

[=]




