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Topics

• VTAM Background
• What it used to be

• VTAM Today
• What has changed 
• What is important 

• VTAM Security
• Often overlooked …. but its fully secure. Isn’t it?

• Demo
• Technology permitting
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Virtual Telecommunications Access Method

• VTAM has been around for a while now – since circa 1974
• Support for SNA networking for MVS and DOS/VS systems

• Locally attached devices
• Network attached devices
• Devices typically “dumb terminals” 

• Support for Front End Processors (FEPs)
• 3704/5 Network controllers (later 3725s, 3745s)
• Channel attached or daisy chained
• Loaded with a Network Control Program (NCP)
• Supported the network attached devices (SDLC was the crème de la crème).

• Provided an API
• Applications to communicate with local and network devices
• Applications to communicate with other applications in network
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VTAM in 2019
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• SNA Network segments logically replaced by IP Subnets.
• VTAM co-exists with TCPIP inside “Communications Server”  



VTAM Terminology
VTAM way back when … VTAM in 2019
Systems Services Control Point (SSCP)
Manages SNA Subarea Resources 

Still exists in Subarea or Interchange Mode

Control Program (CP)
Manages SNA APPN Resources 

Still exists when in APPN or Interchange Mode

Physical Units (PU)
Hardware or Software based Device Controller

Still exists, but typically in software only.

Logical Units (LU)
Physical network endpoint device 

Still exists, but typically software emulated.

SNA Connections (Sessions) 
LU-LU Sessions for “normal” connections.
SSCP-LU, SSCP-PU, SSCP-SSPC for control connections.

Still exist. 
LU-LU sessions still used for normal connections.
Less use of SSCP sessions.

• Many sites still run in subarea or interchange mode 
• We still talk about ”sessions” today when referring to connections.
• 21st century, state-of-the-art TN3270 emulators still reference LU names



SNA Evolution

• SNA was originally hierarchical
• A primary LU (PLU) was normally the application
• A secondary LU (SLU) was normally the terminal
• SLU normally initiated connection to PLU : login applid(appname)
• PLU could initiate session with SLU (acquire a session, such a printer)

• Peer-to-peer (more like TCPIP today) introduced
• Application to application session evolved : LU Types 6.1, 6.2 (APPC)
• Extensive support in CICS
• VTAM APIs extended for LU6.2
• APPC/MVS for simpler, non-assembler applications

• Peer-to-peer networking (even more like TCPIP today) introduced
• Advanced Peer-to-peer networking (APPN)
• Self defining and routing, PU Type 2.1 and APPC sessions. 



SNA Today

• Still predominantly used for 3270 sessions 
• Over TN3270 to TSO, CICS, IMS …

• Session protocols are identical to those back in 1970s
• LU-LU sessions between a PLU and an SLU
• Main difference is the SLU is a software component of the TN3270 Server.

• Application to Application sessions 
• LU-LU sessions between applications (mainly LU6.2 sessions, typically CICS)
• Applications probably haven’t changed
• APPC/MVS still in use

• Physical SNA Wide Area Network
• SNA hardware has (or at least should have) gone
• Replaced by IP backbone

… the death of SNA has been grossly  exaggerated (Mark Twain, nearly) 



SNA in 2019 (TN3270)
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SNA in 2019 (Application to Application)
Exploits Enterprise Connector (EE)
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VTAM in 2019
Integral component of z/OS Communications Server

• Still needed for vanilla SNA
• Subarea, APPN or Interchange Modes

• Provides Enterprise Extender (EE) 
• Support SNA sessions over IP wide area networks

• Channel Attached Device Support (for SNA and TCPIP)
• OSA Adaptors

• Sysplex Services (for SNA and TCPIP)
• MPC, XCF

• Provides Communications Storage Manager
• High performance storage option – available to any (including TCPIP) 



Enterprise Extender (EE)

• Allows SNA transport over IP backbone
• Widely used within an organisation
• Frequently used between organisations

• Uses SNA APPN High Performance Routing (HPR)
• SNA Request Headers & Request Units (aka. Data) 

• HPR Headers added
• Sent over IP using UDP protocol
• Traffic priority managed by using different UDP Ports (12000-12004)

• Application DOES NOT KNOW SNA Session has been transferred over an IP 
backbone
• Application code can be (and probably is) unchanged from pre-TCPIP days

• EE Supported
• By VTAM for inter-mainframe sessions
• OEM products Routers, SNA Servers (they still exist), Printers …. 



Channel Attached Device Support

• TCP/IP 100% reliant on Network Interface Card (NIC)
• On a mainframe, this is typically 

• One or more OSA Adaptors
• RoCE Express Adaptor (for RDMA)

• TCPIP has no native support for OSAs 
• VTAM owns and controls these devices

• VTAM can still use the devices for SNA work
• Co-operative definitions (VTAM TRLEs and TCPIP Profile Interface)

• Multipath Channel I/O (MPC)
• Protocol Headers and Data handled separately
• VTAM support allows single device to handle multiple protocols

• VTAM must be configured and active to start TCP/IP devices



Sysplex Services

• Cross Coupling Facility (XCF)
• Integral part of inter-LPAR communications within a Sysplex
• XCF is protocol independent (has its own API)
• TCP/IP can use XCF to communicate between TCP/IP stacks
• XCF used to manage ephemeral sockets use with DVIPAs
• All dependent on VTAM

• Hypersockets
• Can be over XCF (requires VTAM)
• Can be over a QDIO TRLE (requires VTAM)



Communications Storage Manager

• High performance storage management provided by VTAM
• Buffers shared/move between applications

• Without physically copying data
• VTAM and TCPIP are typically the biggest user 

• But any authorized application can use CSM buffers
• Buffer Storage Allocated in

• ECSA, Data spaces, 64 bit CSA
• VTAM Commands supplied to 

• Display CSM Buffer utilization
• Display CSM Buffer users
• Monitor CSM Buffers

Anyone doing this?



Communications Storage Manager
D NET,CSMUSE                                                            
IVT5508I DISPLAY ACCEPTED                                               
IVT5572I PROCESSING DISPLAY CSMUSE COMMAND - OWNERID NOT SPECIFIED 112  
IVT5532I ------------------------------------------------------
IVT5575I USAGE SUMMARY - 4KECSA   POOL TOTAL (ALL USERS)  =      164K   
IVT5576I    AMOUNT   MONITOR ID   OWNERID    JOBNAME                    
IVT5577I      144K      21         0025      VTAM
IVT5578I DISPLAY TOTAL FOR 4KECSA   POOL (1 USERS)        =      144K   
IVT5532I ------------------------------------------------------
IVT5575I USAGE SUMMARY - 16KECSA  POOL TOTAL (ALL USERS)  =       16K   
IVT5576I    AMOUNT   MONITOR ID   OWNERID    JOBNAME                    
IVT5577I       16K      B1         0042      TCPIP
IVT5578I DISPLAY TOTAL FOR 16KECSA  POOL (1 USERS)        =       16K   
IVT5532I ------------------------------------------------------
IVT5575I USAGE SUMMARY - 4KDS64   POOL TOTAL (ALL USERS)  =      896K   
IVT5576I    AMOUNT   MONITOR ID   OWNERID    JOBNAME                    
IVT5577I      896K      21         0025      VTAM
IVT5578I DISPLAY TOTAL FOR 4KDS64   POOL (1 USERS)        =      896K   
IVT5532I ------------------------------------------------------
IVT5575I USAGE SUMMARY - 4KHCOM   POOL TOTAL (ALL USERS)  =     4452K   
IVT5576I    AMOUNT   MONITOR ID   OWNERID    JOBNAME                    
IVT5577I     4332K      23         0042      TCPIP
IVT5578I DISPLAY TOTAL FOR 4KHCOM   POOL (1 USERS)        =     4332K   
IVT5532I ------------------------------------------------------
IVT5575I USAGE SUMMARY - 16KHCOM  POOL TOTAL (ALL USERS)  =       32K   
IVT5576I    AMOUNT   MONITOR ID   OWNERID    JOBNAME                    
IVT5577I       32K      B1         0042      TCPIP
IVT5578I DISPLAY TOTAL FOR 16KHCOM  POOL (1 USERS)        =       32K   
IVT5532I ------------------------------------------------------
IVT5575I USAGE SUMMARY - 32KHCOM  POOL TOTAL (ALL USERS)  =       96K   
IVT5576I    AMOUNT   MONITOR ID   OWNERID    JOBNAME                    
IVT5577I       96K      B1         0042      TCPIP
IVT5578I DISPLAY TOTAL FOR 32KHCOM  POOL (1 USERS)        =       96K   
IVT5599I END 

D NET,CSM                                                                     
IVT5508I DISPLAY ACCEPTED                                                     
IVT5529I PROCESSING DISPLAY CSM COMMAND - OWNERID NOT SPECIFIED 118           
IVT5530I BUFFER BUFFER                                                        
IVT5531I SIZE   SOURCE                INUSE      FREE     TOTAL               
IVT5532I ------------------------------------------------------
… lines removed              
IVT5535I TOTAL  ECSA                   176K      976K     1152K               
IVT5532I ------------------------------------------------------
… lines removed               
IVT5535I TOTAL  DATA SPACE 31            0M      256K      256K               
IVT5532I ------------------------------------------------------
… lines removed               
IVT5535I TOTAL  DATA SPACE 64          896K     1256K     2152K               
IVT5532I ------------------------------------------------------
… lines removed               
IVT5535I TOTAL  DATA SPACE             896K     1512K     2408K               
IVT5532I ------------------------------------------------------
… lines removed              
IVT5535I TOTAL  HVCOMM                4496K     2672K        7M               
IVT5532I ------------------------------------------------------
IVT5536I TOTAL  ALL SOURCES           5568K     5160K    10728K               
IVT5538I FIXED  MAXIMUM =      240M  FIXED  CURRENT =     8637K               
IVT5541I FIXED  MAXIMUM USED =     8765K SINCE LAST DISPLAY CSM               
IVT5594I FIXED  MAXIMUM USED =     8765K SINCE IPL                            
IVT5539I ECSA   MAXIMUM =      120M  ECSA   CURRENT =     1475K               
IVT5541I ECSA   MAXIMUM USED =     1475K SINCE LAST DISPLAY CSM               
IVT5594I ECSA   MAXIMUM USED =     1475K SINCE IPL                            
IVT5604I HVCOMM MAXIMUM =     2000M  HVCOMM CURRENT =        7M               
IVT5541I HVCOMM MAXIMUM USED =        7M SINCE LAST DISPLAY CSM               
IVT5594I HVCOMM MAXIMUM USED =        7M SINCE IPL                            
IVT5559I CSM DATA SPACE 1 NAME: CSM64001                                      
IVT5559I CSM DATA SPACE 2 NAME: CSM31002                                      
IVT5599I END 



VTAM Security
• Security focus is always on TCP/IP

• Encryption
• IP Filtering
• Protected Ports
• Intrusion Detection Services
• All powerful and essential features

• SNA and VTAM has always been secure, so why worry?
• Key Issues

• Integration of TCP/IP and VTAM/SNA has opened some holes
• Redundancy of old VTAM definitions

Many organizations have a “everything must be encrypted” policy. Is it really being achieved? 



TN3270/EE Security

• TN3270 Connections can be encrypted
• Using TLS/SSL Protocols
• Supported natively in TN3270 Server or via AT-TLS
• Secure TN3270 client needed in PC
• Server certificate and optionally client certificate required
• Nobody can view the data in flight
• So company policies are fully met? … well, maybe.

• EE Connections
• Go over UDP – cannot be protected by TLS/SSL or AT-TLS
• IPSec typically the preferred option
• At least one OEM solution available J
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Encrypted TN3270 (Failing Policy)
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Encrypted TN3270 (Failing Policy)
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VTAM Definition Redundancy/Protection

• Back in the day
• VTAMLST defined many application ACBs
• Some have become redundant SNA declined

• Applications moved to native TCPIP
• Less need for monitoring and management products such as NetView

• Some have led to increased VTAM definitions
• TCP/IP TN3270 terminal pools
• Multi-session managers

• What does VTAMLST have in it today?
• Are there any active ACBs not in use?

• Unless they are RACF protected (VTAMAPPL class)
• Any job/user can open an ACB
• Without any form of authorisation 
• APIs fully documented and freely published by IBM

SC27-3674-30 IBM z/OS Communications Server SNA Programming
SC27-3670-30 IBM z/OS Communications Server SNA Programmer’s LU6.2 Reference



Demo

• Simple batch job
• Does NOT need to be APF authorised



Possible Exposures

• Any active ACB with AUTH=PPO,SPO or CNM is a potential exposure
• AUTH=PPO|PPO allows any application to issue VTAM commands

• Demo used a redundant NetView ACB

• AUTH=CNM allows applications to drive CNM interface
• Collect session awareness data
• Potentially start, stop, view session tracing
• Often left active after NLDM in NetView stopped

• Even without any redundant ACBs left open 
• < 100 lines of unauthorised code can disable your TN3270 server!

Always use RACF VTAMAPPL class to protect against this.



Summary

• VTAM is still a critical component of your system
• Without it TCPIP and possibly other components will not work

• VTAM CSM important for performance
• VTAM CSM buffer shortage can lead to TCPIP performance issues

• VTAM Security
• Is still important
• Do not leave redundant ACBs active
• RACF VTAMAPPL protect all ACBs. 
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